In their path breaking study, Ostrom and Job (1986) develop a cybernetic decision theory of Cold War U.S. presidential decision making to explain when presidents use force against other countries. It stands apart from other theories because it argues that presidents make foreign policy decisions through the lens of domestic politics. More specifically, Ostrom and Job argue that presidents are motivated by a desire to retain power and that they make policy decisions with an eye toward that goal. Sixteen years later, that argument is not nearly as radical as it was then: IR scholars commonly assume that an executive’s primary goal is to retain power. The study was perhaps most controversial for concluding that domestic political factors such as the president’s standing in the polls and economic performance have a larger substantive effect on presidential decisions to use force than do international factors such as U.S.-Soviet interaction and the U.S.-Soviet arms race.

We identify three primary methodological problems that affect the inferences drawn in Ostrom and Job (1986) and the uses of force literature more generally. At the broadest level we argue that the form of the data should not determine the substantive inferences drawn. This argument has two major components. First, we want to ascertain whether the coding of the dependent variable (binary, event count, or duration) and the subsequent choice of a statistical model (logit/probit, Poisson/negative binomial, hazard) influences the substantive inferences drawn. Second, we want to determine whether truncation of the dependent variable (such as looking at only major uses of force) affects the inferences drawn. Third, like Ostrom and Job, we submit that decisions to use force are not independent, as many scholars implicitly assume; rather they occur in a larger context of strategic rivalry. Thus it is important to take temporal dynamics into account when modeling presidents’ decisions to use force.

This study identifies three methodological issues that affect inferences drawn in studies of presidential decisions to use force: aggregation, truncation, and dynamics. We suggest that a dichotomous measure of uses of force introduces aggregation bias, while the decision to examine only major uses of force introduces truncation bias. In addition, we argue that the presence of rivalry creates temporal dependence or dynamics in the use of force series. We reexamine the empirical findings reported in a seminal study of U.S. presidents’ use of force during the Cold War (Ostrom and Job 1986). Our findings demonstrate the importance of these three methodological issues. Results of a Poisson Autoregressive (PAR) model show dynamics in the use of force series. Contrary to Ostrom and Job, we find that international variables have a larger substantive effect on the president’s decision to use force than political variables like approval and domestic variables like economic performance.
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We demonstrate that these methodological issues affect inferences drawn about the relative impact of domestic and international factors on decisions to use force. To address the issue of aggregation bias, we compare probit and event-count models. We compare models that analyze major, minor, and all uses of force to determine the extent of truncation bias. To model temporal dynamics, we employ a new statistical model developed by Brandt and Williams (2001), the Poisson Autoregressive (PAR) model. We replicate Ostrom and Job’s (1986) seminal study on U.S. uses of force to determine the extent to which aggregation bias, truncation, and dynamics affect their results.

Our empirical results show that the inferences are fragile across the three methodological issues. First, we find evidence of dynamics in presidential uses of force. Increases in the number of uses of force in previous quarters leads to a greater number of uses of force in the current quarter. This supports our expectation that presidential decisions to use force are influenced by the overall U.S.-Soviet rivalry. Second, the PAR model of Ostrom and Job’s data produces the inference that international factors play a much larger role in the president’s decision to use force than domestic and political factors. Our analysis suggests that Ostrom and Job’s finding that domestic factors have a strong influence on the president’s decision to use major force hinges on coding decisions that may produce both aggregation bias (the decision to dichotomize rather than count) and truncation bias (the decision to analyze only major uses of force). We eliminate these potential biases by counting a broader set of foreign policy decisions to use force, and we find evidence of temporal dynamics in the data. The key point, then, is that scholars need to pay close attention to aggregation, truncation, and dynamics when planning their studies, as the inferences one draws from such studies can vary substantially.

**The Ostrom and Job Study**

The Ostrom and Job study is motivated by an interest in explaining political uses of force taken by U.S. presidents. They argue that presidents are charged with protecting U.S. national security interests and that the public will hold them accountable at the polls should they fail to do so. Ostrom and Job identify three functional responsibilities that inform presidential decision making: commander-in-chief of the U.S. military; chief executive of the U.S. polity; and leader of his political party. Each of these functional roles defines a relevant information arena that the president must monitor in an effort to retain power.

The first arena is global politics, where the president closely monitors the U.S.-Soviet rivalry. The second arena is the domestic polity, especially as it relates to the international arena. Finally, Ostrom and Job suggest that the president must also monitor his—and thus his party’s—political standing among the citizenry. The theory suggests that the president will monitor information in all three arenas and use that information to determine whether or not to use force.

Ostrom and Job test their theory using quarterly data from 1949 to 1976; the dependent variable is coded one if at least one major use of force occurred during a quarter and zero otherwise. They find that variables representing the international, domestic, and political environments have a statistically significant impact on presidential decisions to use force. However, they find that political factors, most notably presidential approval, have the largest substantive impact.

Several scholars have taken this finding for granted and focused their attention primarily on these political factors (e.g., DeRouen 1995, 2000; Fordham 1998a, 1998b; Hess and Orphanides 1995), whereas others have taken issue with the finding, arguing that international factors are paramount (e.g., Gowa 1998; James and Oneal 1991; Meernik 1994; Meernik and Waterman 1996; Wang 1996). We believe that some of the divergent findings in the use of force literature can be attributed to one of three methodological problems: aggregation bias, truncation bias, and dynamic misspecification. We discuss each of these problems in detail in the following sections. We then reexamine Ostrom and Job’s (1986) study to determine the extent to which their empirical findings are altered when one accounts for each of these methodological issues.
Aggregation Bias

The way in which events are measured is an aggregation choice by the researcher, but little attention has been paid to the bias that can be introduced by this choice (Alt, King, and Signorino 2001). Ostrom and Job (1986), for example, analyze quarterly uses of force from 1949 to 1976 with a dummy variable that equals one if one or more uses of force occur in a quarter and zero otherwise. A possible problem with this approach is that it removes potentially important information that could be relevant to the study of uses of force. Uses of force could be measured as a dummy variable (Ostrom and Job 1986), as an event count (the number of times force was used per time period), or as an event history (the number of days between uses of force). Given the multiple options available for representing the information, one might ask whether the inferences drawn are affected by the aggregation decision. To the extent that they are, our inferences suffer from aggregation bias. As Alt, King, and Signorino note, “We do not want the form in which the data happen to be collected to determine the substantive ideas which we can explore” (2001, 22).

The variety in how uses of force are measured is quite evident in a glance through the recent literature. We find dichotomous (James and Oneal 1991; Meernik and Waterman 1996; Ostrom and Job 1986), ordinal (DeRouen 1995), continuous (Wang 1996), and event count (Fordham 1998a) representations of U.S. presidents uses of force.

Ideally, we would identify the underlying data generating process for our dependent variable and then use a statistical model most appropriate for that process. In practice, however, individual researchers often set up their statistical models based upon the way in which their data are collected. Those who utilize dichotomous dependent variables often turn to logit or probit, while others who collect event counts estimate Poisson or negative binomial models. The problem is that “the statistical literature does not generally provide ways of comparing results across these different models. This should be quite frustrating to scholars, since binary, count, and duration data are all coded from precisely the same underlying events” (Alt, King, and Signorino 2001, 22). These scholars argue that we need to develop statistical models that will produce the same inferences regardless of the aggregation decision of the researcher.

Unlike Alt, King, and Signorino (2001), we do not explore solutions to the aggregation problem by developing new statistical models. Instead, we hope to increase awareness of this problem and advocate that scholars make a case for why they feel that their aggregation decision best reflects their conceptualization of the phenomenon in question and is most appropriate given their theory.

The question, then, is whether Ostrom and Job’s conceptualization and/or theory provide us with guidance regarding the most appropriate aggregation rule for measuring U.S. presidents’ use of force during the Cold War. Ostrom and Job adopt Blechman and Kaplan’s definition of a political use of force: “physical actions…taken by one or more components of the uniformed armed military services as part of a deliberate attempt by national authorities to influence or be prepared to influence, specific behavior of individuals in another nation without engaging in a continuing contest of violence” (1978, 12). Thus, they are military actions that are intended to influence the behavior of other states.

As noted above, the variables scholars have used to measure such behavior include a dichotomous measure that counts whether at least one use of force took place; a count of the uses of force that occurred; and an ordinal (or continuous) measure of the intensity of the use of force. Ostrom and Job explain that because they are “following the logic of the cybernetic perspective, and thereby seeking to ease the burden of calculation, we assume the president’s choice set to be limited to two alternatives: (a) do not use major force and (b) use major force” (550). One interpretation of this quote is to make a case in favor of using a dichotomous variable, which is what Ostrom and Job did. However, we submit that doing so essentially ignores the problem of aggregation bias. We do not wish to argue that Ostrom and Job were “wrong.” Rather, we wish to make the case that an event-count measure better represents the theory and then determine whether the use of a different aggregation rule produces different findings.

Our case begins with the observation that on any given day the president has the opportunity to make a decision to use force. A decision to use a dichotomous measure rests on the implicit assumption that the actor makes only one decision in the given unit of time. In this case, the implicit assumption in Ostrom and Job’s aggregation rule is that the president makes a quarterly decision whether or not to use force. Put differently, it treats quarters where the president makes a single decision to use force and quarters where the president uses force on multiple occasions as equivalent. Yet Ostrom and Job do not make any assumptions about the frequency with
which the president makes foreign policy decisions. We contend that a reasonable reading of their theory is that during quarters where the president uses force more than once, he uses the cybernetic decision-making rule in each instance. Such a reading suggests that an event-count representation of the data, where the number of uses of force is counted per quarter, better represents Ostrom and Job’s theory.

If we are correct that the conclusions drawn by Ostrom and Job (1986) could be influenced by aggregation bias (i.e., their decision to use a binary count of uses of force), then it is quite possible that we will draw different inferences when we use a different measure. Below we compare the results from analyses using both the dichotomous measure of uses of force and an event-count representation of the same data. This is especially important for the use of force literature because of the great variation in uses of force measures. Some of the disparate findings in the literature could be an artifact of the use of event counts in some studies and dichotomous measures in others. Yet, before turning our attention to these empirical models, we must first consider another measurement issue: truncation bias.

**Truncation Bias**

In addition to exploring the potential for aggregation bias, it is also important to consider what behavior is appropriate for inclusion in a study of presidential decisions to use force. Ostrom and Job (1986) argue that only major or nuclear capable levels of force should be analyzed. Further, they note that this decision contradicts the measurement decision made by the authors who originally collected the data (Blechman and Kaplan 1978). Noting that their findings about the importance of political and domestic variables relative to international variables is at odds with Blechman and Kaplan’s (1978) findings, Ostrom and Job explain that “these authors were analyzing data including both minor and major uses of force—the former constituting about 150 incidents, many of them merely ‘sail bys’” (1986, 556). Thus, Ostrom and Job justify their decision to examine a limited set of uses of force on the apparent grounds that the other events are not important.

We suggest that the decision to eliminate minor uses of force from the analysis introduces truncation bias. Our contention is based on the argument that uses of force are best conceptualized as a single class containing what Blechman and Kaplan code as “minor” and “major” uses of force. The argument that minor and major uses of force belong to distinct classes of behavior implicitly assumes that presidents know in advance what the highest level of force will be. We believe that any use of force has the potential to escalate into a more serious crisis, and thus that minor and major uses of force differ primarily in the ultimate intensity level the use of force reaches. Similarly, Blechman and Kaplan (1978) conceive of political uses of force as any use of the military to achieve a political objective. Minor and major uses of force are utilized for similar purposes, but simply differ in the branches and extent of the military employed in a given crisis.

To the extent that uses of force are best conceptualized as a single class of events, exclusion of the minor uses can produce a serious methodological problem called truncation bias, which will result in causal effects being estimated closer to zero than they actually are unless the independent variables account for the selection rule (King, Keohane, and Verba 1994, 130). The effects of truncation (or what Achen refers to as censoring) are even more complex in the multivariate case. “For moderate amounts of censoring the coefficients may resemble neither their value in the misspecified regression nor their true values. That is, individual coefficients need not converge to values between those they would take on with no censoring or complete censoring” (Achen 1986, 81).

In the case of truncation, parameter estimates will be consistent as long as the explanatory variables can account for the selection rule. However, if minor and major uses of force are members of a single class and a study uses a truncated measure of uses of force without including independent variables that can account for the selection of major versus minor uses of force, it will produce inconsistent parameter estimates (Long 1997, 204). The question then is whether the ten independent variables employed by Ostrom and Job can adequately account for the difference in the president’s decision to use major force as opposed to minor force. We believe several factors are omitted that can help account for the level of force employed by the president in a crisis. Ostrom and Job do not consider any characteristics of the crisis such as the issue at stake or the strategic importance of the crisis area, nor do they consider the potential for reaction to the actions of the adversary (e.g., major components of the military may be employed if the adversary does something very provocative). It is also possible that the history of relations between the disputing parties may influence the level of force employed. All of these possibilities lead us to suspect that Ostrom and Job’s focus on only major uses of force may well have introduced truncation bias into their study. We have argued that decisions about data collection can

---

1Blechman and Kaplan (1978, 50) create an ordinal scale to reflect the military level of effort for each use of force. They distinguish between major and minor force components, defining the former as two or more aircraft carrier task groups (naval), more than one ground battalion, or one or more combat wings (land-based air).
introduce aggregation and truncation bias. In the following section we identify an additional source of bias, the failure to consider dynamic specification.

Dynamic Specification Issues

That certain political time series should exhibit persistence (e.g., an autoregressive process) is not surprising to political scientists. Should uses of force exhibit persistence? Ostrom and Job’s emphasis on the U.S.-Soviet rivalry suggests that it should. Ostrom and Job conceive of foreign policy decisions in the 1946–1976 time period as being driven in large part by the ongoing Cold War rivalry, which is reflected in their assumption that presidents share goals of anti-communism and containment of the Soviet Union. Furthermore, they consider only interactions between the United States and the Soviet Union to be relevant for international tension, excluding tension that may exist between the United States and other states.

If the president’s decisions to use force are made in the context of the U.S.-Soviet rivalry, then the probability of using force in one instance should be related to the chances of using force in another instance. Each situation where force could be used is framed in terms of the U.S.-Soviet rivalry, which means that success or failure in one interaction can affect behavior in a subsequent interaction. One finds a similar logic in the research on enduring rivalries: a repeated history of militarized confrontation makes future militarized disputes between adversaries more likely (Hensel 1998). Additionally, the outcome of one crisis also has a large impact on the outbreak and escalation of future disputes. For example, nations that adopt successful strategies in one crisis are likely to retain similar strategies in the future, whereas nations that lose in a crisis might become more belligerent in the future because of failed past strategies (Leng 1983).

Ostrom and Job’s emphasis on the U.S.-Soviet competition implies a similar process. U.S. presidents should be more likely to view the use of force as imperative when they believe that the Soviets are leading the rivalry, either in terms of their exportation of communism or in terms of their military capabilities. Ostrom and Job (1986) make a similar argument about strategic balance; they expect the use of force to be more likely in situations where the United States is losing its strategic advantage.

Furthermore, the president may view some regional conflicts as much more important in the context of the Cold War rivalry than others. This could help to account for differences between opportunities to use force and when force is actually used (Meernik 1994). The broader issue is that if Ostrom and Job are correct about the importance of the U.S.-Soviet rivalry, then presidents’ uses of force should exhibit temporal dynamics. Decisions to use force are not independent because they are part of a larger competitive interaction between the U.S. and the Soviet Union. A model that assumes such independence, like probit, may be underspecified and omit interesting dynamic properties of the uses of force over time. This is more than a “methods” point; different theories imply different positions on the assumption of independence.

One can usefully distinguish three approaches to modeling time-series dynamics. The first is to treat them as a nuisance; that is, to note that the error structure in a regression is disturbed when time-series dynamics are present in data, such that the residuals are not white noise. The solution, from this view, is to transform the data in an effort to produce white noise residuals. The second approach is to model the dynamics directly; that is, to try and specify the data generation process that produces the observed dynamics in the data. The third approach is to assume (often implicitly) that residuals are white noise.

The first and second approaches have come to dominate the statistical analysis of time-series data that are normally distributed, but the third approach is still commonly used by scholars who model either event-count or binary dependent variables that they have measured over time. For example, many dyadic analyses of the Militarized Interstate Dispute data (Jones, Bremer, and Singer 1996) employ logit or probit and ignore the potential dynamics across disputes over time. One simple solution for the violation of autocorrelated residuals is to include lagged dependent variables as regressors in these models. Another solution has recently been posed by Beck, Katz, and Tucker (1998) where they treat binary cross sectional time-series data as grouped duration data and include temporal dummy (or spline) variables in their logit model. While this approach corrects any potential inefficiency posed by autocorrelation, it does not attempt to model the dynamics of the data-generating process explicitly (the second approach).

---

2 Many processes could create an autoregressive process in uses of force. While the presence of an AR process is consistent with our rivalry-based explanation, we do not deny that other factors (such as domestic politics) could create dynamics as well.

3 The first approach is frequently called generalized least squares, while the second motivates most other time series analysis including ARIMA, regression models (such as the London School of Economics approach), Vector Autoregression, Error Correction Models, etc.
Several recent methodological papers (e.g., Alt, King, and Signorino 2001; Brandt and Williams 2001; Brandt, Williams, Fordham and Pollins 2000; Jackman 2000) develop models that encompass both the distributional and dynamic properties of the data-generating process. In this study we are particularly interested in Brandt and Williams’ two general models that capture dynamics between event counts across time periods. For persistent data, the Poisson exponentially weighted moving average (PEWMA) is appropriate (Brandt et al. 2000). For data that have cyclical properties and memoried processes that are mean reverting, the Poisson autoregressive model (PAR) of order (p) is suitable. As we show below, the PAR is the appropriate model for our reexamination of the Ostrom and Job study.

Operational Measures

There are a total of ten independent variables in the Ostrom and Job (1986) study, reflecting the three information environments the president must monitor: the international arena, the domestic environment, and the political environment. The first international variable, the level of international tension (I1) is taken from Azar’s (1982) COPDAB event data base, and is measured as the “total directed conflict and cooperation between the U.S. and the U.S.S.R for each quarter divided by the total directed behavior of either a conflictual or a cooperative nature” (Ostrom and Job 1986, 552). The second international variable is the strategic balance (I2), which ranges from −1 (total U.S.S.R. capability dominance) to +1 (total U.S. capability dominance). They also code a war variable (I3), which takes on the logged values of the sum of battle deaths during the Korean and Vietnam wars.

The domestic environment is captured through four variables. The first, (D1), is an interaction term between the level of international tension (I1) and the propensity for the public to identify foreign policy issues as most salient. The second domestic variable, (D2), is a similar interaction measure for strategic balance. Aversion to war (D3) is the mirror image of the war measure (I3), while the misery index (D4) multiplies the sum of unemployment and inflation and the percentage of the U.S. public identifying the economy as the most important problem.

Finally, Ostrom and Job code three political variables. The first, presidential approval (P1), is the percentage of people who approve of the job the president is doing. The second, (P2), is the difference between the president’s approval upon taking office and his level of approval in the current quarter. Finally, the electoral variable (P3) is a dichotomous variable that is coded one during the third quarter of even number years (i.e., during midterm and general elections).

In the next section, we turn to empirics and report the parameter estimates found when one uses different aggregation decisions to code the dependent variable (i.e., dichotomous versus event count), different truncation decisions to code the dependent variable (i.e., “major” versus “minor” versus “all” uses of force), and different statistical models (i.e., probit versus negative binominal versus Poisson autoregressive).

Empirical Findings

Probit Model Results

We begin with a discussion of the findings produced using a probit model. Table 1 reports parameter estimates, standard errors, and predicted probabilities for major uses of force, minor uses of force, and all uses of force, respectively. Model 1 (major uses of force) replicates Ostrom and Job’s (1986, 555) Table 1. All of the parameter signs in the replication model are in the same direction as the original Ostrom and Job model, and the variables that were statistically significant in the original model are significant in the replicated model.

The primary difference between our replicated findings and Ostrom and Job’s findings is that elections have a significant and positive impact on the major use of force in the replicated model. This is consistent with Ostrom and Job’s (1986, 558) claim that while their election parameter was not statistically significant, its substantive impact was quite large. We find a similar result; the probability of using force increases by 29.02 percent in an election period. Other than the economic misery index (D4), the election variable has the largest substantive impact on the propensity for the president to use major force.

Ostrom and Job’s decision to study only major uses of force reduces the total number of Blechman and Kaplan uses of force from 202 to 71 in the 1949–1976 time period. To determine the extent to which the selection of major or nuclear capable uses (truncation) influences the results, we created two additional dichotomous variables: the first is coded one when at least one minor use of force is taken, and the second is coded one when at least one use of force (either minor or major) is taken. The results we obtained when using these dependent variables are reported in Table 1, Model 2 (minor uses), and Model 3 (all uses).

These results give us some insight into what is driving Ostrom and Job’s findings as we see that the only
domestic variable that has a statistically significant impact on minor uses of force is aversion to war (D3), which is the mirror image of cumulative war dead: the major domestic and political variables no longer have a statistically significant impact. Perhaps most interesting, the impact of presidential approval is no longer significant in Model 2 (minor uses of force). This implies that the president may perceive the need for an approval “buffer” before using major or nuclear capable force, but that approval is not important for the decision to use minor force.4

4Baum’s (1999) formal model of presidential decisions to use force may help to explain these empirical results. He argues that public attentiveness creates greater domestic audience costs. For those events where the public is paying attention, the president is strongly influenced by public opinion (approval is significant), whereas for those events that exhibit lower levels of public attentiveness (all uses of force), the president is not influenced either by poor economic conditions or by his approval rating.

### Table 1 Probit Analysis of Major, Minor, and All Uses of Force

<table>
<thead>
<tr>
<th>Variable</th>
<th>Replicated Parameter (s.e.)</th>
<th>Percentage Changea</th>
<th>Replicated Parameter (s.e.)</th>
<th>Percentage Changea</th>
<th>Replicated Parameter (s.e.)</th>
<th>Percentage Changea</th>
</tr>
</thead>
<tbody>
<tr>
<td>I1: International tension</td>
<td>0.951* (0.550)</td>
<td>-0.047/ 16.67</td>
<td>0.655 (0.568)</td>
<td>-27.12/</td>
<td>1.121* (0.650)</td>
<td>-0.073/ 11.09</td>
</tr>
<tr>
<td>I2: Strategic balance</td>
<td>-1.121 (0.913)</td>
<td>-1.813*</td>
<td>-27.17/</td>
<td>-2.436*</td>
<td>-26.43/</td>
<td></td>
</tr>
<tr>
<td>I3: Cumulative war dead</td>
<td>0.194* (0.111)</td>
<td>-0.446*</td>
<td>-35.30/</td>
<td>-0.404*</td>
<td>-24.64/</td>
<td></td>
</tr>
<tr>
<td>D1: International tension when</td>
<td>-1.854* (0.811)</td>
<td>-0.789</td>
<td>-1.700*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>foreign policy is primary public</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>concern</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D2: Strategic balance when</td>
<td>1.211* (0.648)</td>
<td>0.078</td>
<td>1.457*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>foreign policy is primary public</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>concern</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D3: Aversion to war</td>
<td>-0.205* (0.097)</td>
<td>-0.273*</td>
<td>-19.77/</td>
<td>-0.215*</td>
<td>-10.29/</td>
<td></td>
</tr>
<tr>
<td>D4: Weighted economic misery index</td>
<td>0.166* (0.092)</td>
<td>0.052</td>
<td>0.028</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1: Presidential approval</td>
<td>0.083* (0.030)</td>
<td>0.005</td>
<td>0.051</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P2: Overall presidential success</td>
<td>0.054* (0.026)</td>
<td>0.023</td>
<td>0.060*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P3: National elections</td>
<td>0.747* (0.441)</td>
<td>0.053</td>
<td>0.988*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>-5.039* (2.108)</td>
<td>2.072</td>
<td>2.634</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percent cases correctly predicted</td>
<td>74%</td>
<td></td>
<td>74%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aThe percentage change in predicted probability is based on a one standard deviation or one-unit increase from the mean holding all other variables at their mean or mode. The first percentage values for I1 and I2 are the effects of those variables when foreign policy is the public’s primary concern (D1 = I1, D2 = I2); the second percentage values for I1 and I2 are the effects of those variables when foreign policy is not the public’s primary concern (D1 = 0, D2 = 0).

*p = .05 for a one-tailed test.

N = 112
We can also see the influence of the public when comparing the substantive effects of international tension when foreign policy is or is not salient. When foreign policy is the public’s primary concern, increases in international tension actually make the president less likely to use major force (−0.047 percent). On the other hand, when foreign policy is not the public’s primary concern, a one standard deviation increase in international tension increases the president’s propensity to use major force by 16.67 percent. We see a similar difference in the substantive results for I1 in Model 3 (all uses of force).

It is also interesting to note that the substantive impact of the independent variables is quite different in the three models. Two of the three international variables (I2 and I3) have a larger impact on the decision to use minor force, while the substantive effect of most other domestic and political variables declines. The results in Table 1 suggest that the impact of domestic and political factors on a president’s decision to use force may depend on how attentive the public is to such events. In the general uses of force data set where attentiveness is lower on average, the president is influenced more by international factors, and less so by domestic ones.

Yet, we do not want to make too much of these results: while the results using all uses of force address truncation bias, both aggregation bias and temporal dynamics remain unaccounted for. We thus turn our attention to eliminating aggregation bias. The solution is to use a count, rather than a dichotomous, representation of the uses of force in a quarter.

### Negative Binomial Model Results

Event counts are simply variables that record the frequency with which a type of event occurs over a defined unit of time. In our case, we are interested in the frequency of uses of force over the quarter year. King (1988, 1989) explains that OLS regression is inefficient and biased when used to estimate parameters of a model that has an event-count dependent variable. He proposes several alternatives: the Poisson regression model, the negative binomial regression model (or his generalized event count model), and a hurdle Poisson regression model. The distinctions among these models hinge on an independence assumption. More specifically, the Poisson regression model assumes that events are independent of one another, both across and within the unit of observation. That is, we should use the Poisson regression model if we are willing to assume that the decision to use force in any given quarter is made without regard to (1) whether force was used last quarter and (2) whether force has already been used this quarter. If one is willing to make the first assumption, but not the second, then the negative binomial regression is appropriate.

In this subsection we accept the first assumption, relax the second assumption, and estimate negative binomial-regression models. Put differently, we estimate models that correct for both aggregation bias and truncation bias. The results do not yet account for the possibility of temporal dynamics in the use of force series.

Table 2 reports the results obtained when we estimate the Ostrom and Job model using an event count operationalization of uses of force with a negative binomial regression model. As in Table 1, we report results using three operational measures of the dependent variable: a count of all major uses of force, a count of all minor uses of force, and a count of all uses of force. If one accepts the arguments we have made in the previous section, then the first two sets of results suffer from truncation bias, and all three sets suffer from assuming that the events are independent.

The negative binomial results in Table 2 are similar to the probit results, especially for Model 2 (minor uses of force). Again, we see that while domestic and political factors have a strong influence on the president’s decision to employ major force, of these variables, only D3—the mirror image of cumulative war dead—has a statistically significant impact on decisions to use minor force. The substantive differences are quite striking when we compare Model 1 (major uses of force) to Model 2 (minor uses of force). National election periods increase the expected number of major uses of force by 89.46 percent, while the effect of elections on decisions to use minor force is negative and insignificant. Likewise, we see a strong substantive effect for international tension when foreign policy is not the primary public concern. The expected number of major uses of force increases by 56.44 percent when this variable (I1) increases one standard deviation above its mean; the variable has an insignificant impact in Model 2. Model 3 demonstrates that international and political factors influence the president’s decision to use force in general. All three international variables are significant (statistically and substantively).

---

5 The parameters were estimated using the `nbreg` command in Stata, version 6.0. For the negative binomial models in Table 2, the substantive values reported are the percentage changes in the expected count of uses of force for a one standard deviation increase in each independent variable, holding all others at their mean or mode. We should note that these percentage changes are not directly comparable to the probit percentage change values. We will be able, however, to compare the substantive effects of each variable in the negative binomial versus the Poisson Autoregressive (PAR) model, as both are event-count models.
Presidential approval and overall presidential success are also positive and significant.

What these results demonstrate is that aggregation and truncation decisions can have a large impact on one’s inferences. The impact of aggregation is clear when comparing the models employing a dichotomous measure of uses of force and an event-count measure. For example, compare Model 1 in Table 1 to Model 1 in Table 2. We can see that several variables that appear significant in the probit model drop out in the negative binomial (D2, D3, D4). The inference that poor economic conditions influence presidential uses of force finds no support when one adopts an event-count operationalization. We can also see the strong impact of truncation bias in Tables 1 and 2. Examining only a portion of the full range of uses of force (Models 1 and 2) produces very different results than those obtained in the nontruncated model (3).

A seemingly interesting result is that the $\alpha$ parameter is not statistically significant in any of the three models. This finding appears to suggest that the prob-

---

**Table 2** Negative Binomial Analysis of Major, Minor, and All Uses of Force

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Replicated Parameter (s.e.)</td>
<td>Percentage Change$^a$</td>
<td>Parameter (s.e.)</td>
</tr>
<tr>
<td>I1: International tension</td>
<td>1.011* (0.592)</td>
<td>22.07/56.44</td>
<td>0.494 (0.372)</td>
</tr>
<tr>
<td>I2: Strategic balance</td>
<td>-0.811 (0.933)</td>
<td>-1.851* (0.667)</td>
<td>-1.378* (0.530)</td>
</tr>
<tr>
<td>I3: Cumulative war dead</td>
<td>-0.197* (0.118)</td>
<td>-0.386* (0.088)</td>
<td>-0.305* (0.069)</td>
</tr>
<tr>
<td>D1: International tension when foreign policy is primary public concern</td>
<td>-1.301* (0.769)</td>
<td>-0.170 (0.570)</td>
<td>-0.588 (0.449)</td>
</tr>
<tr>
<td>D2: Strategic Balance when foreign policy is primary public concern</td>
<td>0.522 (0.625)</td>
<td>-0.308 (0.459)</td>
<td>0.006 (0.362)</td>
</tr>
<tr>
<td>D3: Aversion to war</td>
<td>-0.033 (0.087)</td>
<td>-0.274* (0.091)</td>
<td>-0.155* (0.061)</td>
</tr>
<tr>
<td>D4: Weighted economic misery index</td>
<td>0.082 (0.094)</td>
<td>-0.032 (0.067)</td>
<td>-0.003 (0.054)</td>
</tr>
<tr>
<td>P1: Presidential approval</td>
<td>0.080* (0.031)</td>
<td>8.33</td>
<td>0.029 (0.020)</td>
</tr>
<tr>
<td>P2: Overall presidential success</td>
<td>0.053* (0.029)</td>
<td>5.44</td>
<td>0.030 (0.019)</td>
</tr>
<tr>
<td>P3: National elections</td>
<td>0.639* (0.310)</td>
<td>89.46</td>
<td>-0.061 (0.273)</td>
</tr>
<tr>
<td>Constant</td>
<td>-5.430* (2.057)</td>
<td>2.072 (2.521)</td>
<td>-1.066 (1.265)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>.000 (0.000)</td>
<td>.000 (0.000)</td>
<td>.000 (0.000)</td>
</tr>
</tbody>
</table>

$^a$The percentage change in the expected count is based on a one standard deviation or one-unit increase from the mean holding all other variables at their mean or mode. The first percentage values for I1 and I2 are the effects of those variables when foreign policy is the public’s primary concern (D1=I1, D2=I2); the second percentage values for I1 and I2 are the effects of those variables when foreign policy is not the public’s primary concern (D1=0, D2=0).

*p = .05 for a one-tailed test.

N = 112
ability of a use of force (whether major, minor or all) is independent of other uses of force in any given quarter. Yet, as Brandt and Williams (2001) explain, when temporal dynamics are present in event-count data, the negative binomial model’s α parameter can be misleading. The alpha parameter estimated in a negative binomial model may be insignificant, even in the presence of temporal dynamics. We will show in the following subsection that this is very similar to the situation obtained in our analysis. There we present the results we obtain when we estimate a model developed by Brandt and Williams (the Poisson Autoregressive model) that is designed for event-count data that exhibit temporal dynamics.

The Poisson Autoregressive (PAR) Model

While selecting the all uses of force count variable addresses both aggregation and truncation bias, the negative binomial regression model can neither account for, nor diagnose, temporal dynamics. The first task, then, is to determine whether it is necessary to use the PAR model, as we cannot rely on the α parameter in the negative binomial model to help us evaluate the presence or absence of dynamics. Brandt et al. (2000) recommend the autocorrelation function as an appropriate diagnostic tool. If the number of significant lags is extremely large (the time-series process is persistent), then the Poisson exponentially weighted moving average (PEWMA) model is appropriate. Series that are mean reverting, on the other hand, are characterized by an ACF with a smaller number of significant lags.

Figure 1 plots the all uses of force count series over time, and displays the ACF (with Bartlett corrected standard errors). The total uses of force in one quarter are dependent on the uses of force in previous quarters: the ACF shows strong, though not particularly long-memoried, persistence in the data (i.e., the first four lags of the series are significantly correlated). This indicates that the Poisson Autoregressive (PAR) model is suitable.

The two models developed by Brandt and Williams (PEWMA and PAR) are derived in state-space form and estimated via a Kalman filter. State-space models consist of a measurement equation, a transition equation, and assumptions about the mean and variance of the initial state vector. The transition equation describes the evolution of a set of state variables (the dynamic process), while the measurement equation describes how the data are generated from the state variables (the distributional aspect). The Poisson Autoregressive (PAR) model assumes that the event-count series is generated by a Poisson distribution (the measurement equation). The state (transition) equation is assumed to be generated by a gamma distribution. These assumptions produce an event-count model that follows a simple linear autoregressive (AR) process (Brandt and Williams 2001).

The PAR differs from the Poisson and negative binomial event-count models by specifying an explicit time-series process. This alters the interpretation of the parameters:

For the PAR(p) model, the instant effect of the change in the independent variable or impact multiplier for the number of counts at time t depends on the estimated value of the regression parameters and on the estimated values of ρ . . . The implication is that standard factor change and percentage change calculations that are used to interpret instantaneous changes in event count models with exponential link functions are not valid if the true data generation process is a PAR(p). (Brandt and Williams 2001, 169–170)

In other words, the calculated substantive effects of a negative binomial or Poisson event count model will be biased if the events are characterized by a dynamic, temporal process.9

Table 3 presents the results for the estimated PAR model for all uses of force from 1949 to 1976 using Ostrom and Job’s independent variables. We estimated a series of PAR(p) models, such as PAR(1) and PAR(2).

---

8We do not present the mathematical details of this model due to space limitations. Interested readers should see Brandt and Williams (2001).

9In fact, for an AR(p) process with positive coefficients, the estimated effects in a Poisson regression are biased downward from their true values (Brandt and Williams 2001, 173).

10The PAR model cannot begin with a zero count, therefore we omitted the first three quarters of 1949 (which had no uses of force) and began estimation in the fourth quarter. We estimated the parameters using PESTS, a program developed by Patrick Brandt and John Williams. Patrick Brandt and Mitch Sanders kindly helped us implement the program.
We compared these models based on the significance of the AR coefficients and the overall fit of the model. We selected the PAR(2) model because it produced the lowest Akaike’s information criterion, even though the first autoregressive lag was not statistically significant. We compare this model with the results obtained in the negative binomial event count model (Table 2, Model 3).

The signs of the parameters in the PAR(2) model are similar to the signs in the negative binomial model (two are different), yet only four independent variables are statistically significant: International tension (I1), Cumulative War Dead (I3), the interaction between I1 and foreign policy salience (D1), and war aversion (D3). All of these variables were significant in the negative binomial model except D1. On the other hand, the negative binomial model produced a significant relationship between Strategic Balance (I2), Presidential Approval (P1), Presidential Success (P2), and the propensity for the president to use force. These factors were not significant in the PAR(2) model that takes into account the dynamic

![Figure 1: Plot and ACF of Total Uses of Force](image-url)
process that characterizes presidential uses of force. This demonstrates that to the extent that our arguments about aggregation bias, truncation bias, and temporal dynamics are reasonable, domestic and political factors have a smaller impact on the president’s decision to use force than we would have thought estimating an event count model that ignores the dynamics in uses of force across time.

Furthermore, the substantive significance of each independent variable is quite different in the PAR(2) model as compared to the negative binomial model. In the PAR(2) model, a one standard deviation increase in international tension increases the expected number of presidential uses of force by 76.58 percent (when foreign policy is not the public’s primary concern). This effect is more than twice as large as the effect estimated in the negative binomial model in Table 2 (32.05 percent). The impact of cumulative war dead (I3) appears much larger in the negative binomial model than in the PAR model. A one standard deviation increase in war dead decreases the expected number of uses of force by only 4.91 percent, which is almost ten times smaller than the substantive effect estimated by the negative binomial model. Also, strategic balance (I2) has little effect in the PAR model (the parameter is insignificant and the percentage change is under 5 percent). When the public views foreign policy issues as the most salient, the impact of international tension is diminished. However, this substantive

### Table 3 Poisson Autoregressive (PAR) Model of All Uses of Force

<table>
<thead>
<tr>
<th>Variable</th>
<th>Parameter (s.e.)</th>
<th>Percentage Change a</th>
</tr>
</thead>
<tbody>
<tr>
<td>I1: International tension</td>
<td>1.291* (0.586)</td>
<td>32.96/76.58</td>
</tr>
<tr>
<td>I2: Strategic balance</td>
<td>-1.025 (0.883)</td>
<td></td>
</tr>
<tr>
<td>I3: Cumulative war dead</td>
<td>-0.533* (0.107)</td>
<td>-4.91</td>
</tr>
<tr>
<td>D1: International tension when foreign policy is primary public concern</td>
<td>-1.802* (0.738)</td>
<td></td>
</tr>
<tr>
<td>D2: Strategic balance when foreign policy is primary public concern</td>
<td>0.250 (0.661)</td>
<td></td>
</tr>
<tr>
<td>D3: Aversion to war</td>
<td>-0.281* (0.097)</td>
<td>-42.55</td>
</tr>
<tr>
<td>D4: Weighted economic misery index</td>
<td>-0.102 (0.010)</td>
<td></td>
</tr>
<tr>
<td>P1: Presidential approval</td>
<td>-0.041 (0.034)</td>
<td></td>
</tr>
<tr>
<td>P2: Overall presidential success</td>
<td>-0.019 (0.030)</td>
<td></td>
</tr>
<tr>
<td>P3: National elections</td>
<td>0.217 (0.370)</td>
<td></td>
</tr>
<tr>
<td>AR parameter 1 (lag one)</td>
<td>0.119 (0.124)</td>
<td></td>
</tr>
<tr>
<td>AR parameter 2 (lag two)</td>
<td>0.246* (0.126)</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>5.097* (2.521)</td>
<td></td>
</tr>
</tbody>
</table>

aThe percentage change in the expected count is based on a one standard deviation or one-unit increase from the mean holding all other variables at their mean or mode, taking into account the autoregressive (AR) parameters.

*p = .05 for a one-tailed test.

N = 109
effect is quite large as well; when foreign policy is the public's primary concern, the expected number of presidential uses of force increases by 32.96 percent (half the effect when foreign policy is not a primary concern). This effect is quite a bit larger than the substantive effect estimated in Table 2 (14.72 percent). 11

Finally, recent war deaths (D3) diminish the president's proclivity to use force (42.55 percent), and this effect is also larger than the percentage change for D3 in the negative binomial model (−25.77 percent). The three political factors have no impact on the president's decision to use force in general. This is interesting because the substantive impact of variables such as elections may have been overestimated by ignoring the dynamic relationship between uses of force over time.

The first and second autoregressive parameters are positive, suggesting that increases in the number of uses of force in previous quarters leads to a greater number of uses of force in the current quarter. This supports our expectation that presidential decisions to use force are influenced by the overall U.S.-Soviet rivalry. As the rivalry heats up (international tension increases), the president is much more likely to use force. This in turn creates a dynamic process whereby increased uses of force in one time period create even more uses of force in subsequent periods (the dynamic process observed in the AR component of the model). Regardless of what process is driving dynamics in the use of force (rivalry, presidential administrations, and so on), the results clearly show that the statistical and substantive conclusions one would draw in a study such as Ostrom and Job are changed when one models such dynamics directly.

To conclude, our replication of Ostrom and Job's study produces substantively different inferences, especially with respect to their primary finding that political factors have a larger impact on uses of force than do international factors. Researchers who find our arguments about aggregation bias, truncation bias, and temporal dynamics convincing will want to reconsider what has become a widely held belief about the importance of presidential approval, economic performance, and elections on presidential uses of force during the Cold War. In addition, regardless of whether one accepts our arguments with respect to the Ostrom and Job study, we have demonstrated that the decisions we make about measurement and statistical modeling can have rather dramatic effects on the inferences we draw. Thus, all researchers in international relations would do well to pay close attention to these issues when designing their studies.

Conclusion

A great deal of international relations research involves the analysis of international events, such as militarized disputes and the use of force by the U.S. president. Such events are typically measured dichotomously or as event counts, yet little attention is given to the tradeoffs among these choices or a defense of the choice made. Further, few students of international relations make an explicit effort to guard against truncation bias—indeed, many of the datasets produced in our subfield truncate their measurement at a specific threshold of one kind or another. Third, the dynamic properties that may characterize such data over time have only recently attracted attention. And yet many theories of international politics (such as rivalry) hypothesize that international events are related to each other over time.

In this study, we reexamine U.S. presidents' use of force during the Cold War, exploring aggregation bias, truncation bias, and temporal dynamics. We begin by replicating Ostrom and Job's (1986) probit analysis of quarterly uses of force. Our replication produces almost identical results to the original study, although we are concerned that the selection of major or nuclear capable uses of force creates an artificial truncation in the data. Thus we expand the data set to include all major and minor uses of force. We also wonder whether Ostrom and Job's operational choices influence the substantive conclusions one would draw about presidential uses of force. To address this potential aggregation bias, we create event counts of the uses of force per quarter, and estimate negative binomial regression models for those series using the same independent variables as Ostrom and Job (1986).

Analysis of probit and event-count models of these measures reveals that the impact of domestic and political factors (in Ostrom and Job's study) depends on the level of force examined. The economy, presidential approval, and elections have a much greater impact on the president's decision to employ major components of the U.S. armed forces (which are highly visible), but these factors do not influence the president's decision to use force in general. Furthermore the substantive impact of international factors is much larger for all uses of force than it is for the major use subset. This suggests that the influence of domestic and political factors on a president's decision to use force may vary based on the

11 The differences in these substantive effects stem both from the different magnitude of the coefficients and from the fact that in the dynamic PAR(2) model, the effect is seen in later quarters whereas in the static negative binomial model, the effects of a shock are restricted to a single quarter. We would like to thank Patrick Brandt for clarifying this for us.
level of force employed and the level of public attentiveness to the dispute.

Yet, while the negative binomial model accounts for the distributional aspect of the data, it cannot account for any dynamic properties of such data. When testing theories that imply that foreign policy behavior is related to its own past, we ignore time-series properties at our peril. To show that this is the case, we use Brandt and Williams’ (2001) Poisson Autoregressive (PAR) model to estimate the parameters of the Ostrom and Job model. The parameter estimates are different from those found with either the probit or the negative binomial model. First, the autoregressive parameters are positive and significant, suggesting that increases in the number of uses of force in previous quarters leads to a greater number of uses of force in the current quarter. By contrast, the negative binomial model produced the inference that there were no dynamics present in the data. Second, with respect to substantive significance, the PAR parameters demonstrate that international factors play a larger role in decisions to use force than domestic and political factors. This finding contradicts the main finding of Ostrom and Job that domestic and political factors drive a president’s decision to use force. Their finding may be sustained with the use of major force, but we have argued that a focus on major uses of force truncates the data, and that all uses of force should be included in analyses.

To conclude, we have shown that the substantive implications one draws can hinge on one’s measurement decisions and one’s choice of statistical model. International relations scholars are becoming increasingly aware of the importance of using the most appropriate measures and technique. We hope this study demonstrates the utility of not only using all of the information available in the data, but also in accounting for the temporal dynamics so prevalent in time-series data.
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